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a b s t r a c t

Extended field-of-view (EFOV) can acquire a full field of vision, which can help doctors to make more objec-
tive and accurate diagnosis. Current EFOV techniques suffer from the low computation speed due to the
large amount of ultrasound data to be processed. This paper describes an efficient technique to register
2D multiframe ultrasound images and produce EFOV images with significantly reduced computation time
based on a standard PC. For registration of any two adjacent images, we propose to select less image blocks
which are regarded as the most valid blocks based on the importance of image content. In registration of a
sequence of images, with an assumption that the moving direction and speed of the probe are nearly iden-
tical during the data collection, we estimate the moving speed of the probe at the beginning of data collec-
tion and ignore redundant image data by processing a smaller number of frames according to a frame
interval. The experimental results show that the computation speed of our method is increased by 7–80
times in comparison with two traditional methods, and can accurately produce EFOV images in real-time.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Ultrasound is an easy-to-use, inexpensive and real-time imaging
tool with no ionizing radiation, and has been widely utilized in med-
ical applications. It is valuable for diagnosis in many areas of the hu-
man body, such as heart, liver, obstetrics and neurovascular tissues
[1]. However, the image field of view (FOV) is limited by the probe
width and scanning angle such that the system cannot produce a full
view of the whole anatomy, making the diagnosis inconvenient.
Although 3D ultrasound imaging has been deeply researched and
can extend the FOV, it is actually an imaging modality that requires
complicated hardware development [2] and computationally inten-
sive algorithms for volume reconstruction [3]. As an alternative to
extend the FOV of ultrasound probe, ultrasound extended-FOV
(EFOV) imaging technique was firstly proposed by Weng and Tirum-
alai [4]. In the EFOV technique, a sequence of original B-mode images
was acquired during a real-time scanning, and then fused together
using methods of image registration to provide a panoramic and
more easily interpretable image. The accuracy of distance measure-
ments obtained with the EFOV has been confirmed in [5,21], indicat-
ing that it is an accurate and reliable technology in real applications.

With the emergence of the EFOV, lots of applications have been
developed with this technology. It can provide valuable additional
information and better documentation of the superficial lesions
[6]. In musculoskeletal imaging [7], the primary benefits of EFOV
are measuring and displaying abnormalities (most often fluid
ll rights reserved.
collections or masses and extra-articular extremity abnormalities).
Though EFOV imaging of the fetus is limited by fetal movements, a
list of obstetrical applications using EFOV were proposed by
Henrich et al. [8], including the imaging of placenta, fetus, uterine
pathology and pelvic pathology. Besides, the EFOV techniques are
playing important roles in the applications of abdominal examina-
tion [9,10], urethrography [11], breast imaging [12], and spinal
tissues [13].

Current EFOV systems mainly include image registration, geo-
metric image transformation, panoramic image construction, and
image display [14]. Image registration is the core of EFOV tech-
niques. Accurate registration of two adjacent images is required be-
fore image fusion. In the method proposed by Weng and Tirumalai
[4], the current frame (called moving image) was divided into a grid
of non-overlapping blocks. Each image block was matched to the
previous frame (called fixed image) and the results were treated
as local motion vectors. Then a least-squares optimization tech-
nique was used to derive the global motion from the large number
of local motion vectors. Paying more attention to improving the
imaging accuracy, an FFT-based technique [15] was developed to
predict the relatively large rotation angle of two registered images
before searching for the registration parameters.

However, a large amount of image data should be processed in
current EFOV techniques to guarantee the imaging accuracy. In
traditional EFOV systems [4,14], all image frames are used. Cur-
rently, an ultrasound system can produce 20–30 image frames
per sec., and almost 160–300 frames can be obtained in a scanning
of 8–10 s. As each image needs to be processed in existing EFOV
systems, the large number of frames makes the computation quite
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Fig. 1. Sobel mask for gradient computation in the spatial domain. (a) Horizontal
mask, and (b) vertical mask.
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expensive, leading to a limitation to real-time applications. Though
some additional hardware systems such as FPGA platforms [16]
have been used for accelerating the registration process, the cost
and complexity of ultrasound imaging machine are accordingly
increased.

In this paper, we aim to provide a real-time EFOV imaging tech-
nique using a standard PC, improving the computational efficiency
of image registration without loss of imaging accuracy. This paper
is organized as follows. Section 2 gives technical details of image
registration with carefully selected blocks. Section 3 describes a
rapid method for registration of an image sequence. Experimental
methods and results are presented in Section 4. Finally, we provide
discussions and draw the conclusions.
2. Algorithm for image registration

In order to generate EFOV ultrasound, a number of continuously
captured B-mode images are required to be registered together.
This task starts from the basic registration procedure for any two
adjacent images (called two-image registration). Given two adja-
cent images denoted as fixed and moving images, respectively,
we aim to make use of a small number of image blocks which
are able to represent the main features in B-mode images and
can be helpful to improve the registration accuracy and computa-
tional efficiency. To determine the image blocks to be used, impor-
tant features are first extracted from the moving image and then
employed for evaluating the importance for each block. According
to the importance scores assigned to the blocks, they are selected
with a pre-set number. Subsequently, local motion vectors can be
obtained by registration of each selected block in the fixed image.
The global motion is finally derived from the local motions, yield-
ing the spatial relationship between the two adjacent images.

2.1. Extraction of image features

Due to the presence of speckles in ultrasound images, the regis-
tration using raw images may not be adequately robust. Extraction
of image features can help improve registration accuracy as sug-
gested in [17], in which leading points were identified for registra-
tion of 3D ultrasound images. In our previous work [18,19], we
tested different features (i.e. scale invariant features [20], gradient,
and intensity) for registration of B-mode images. In this study, two
simple image features (i.e. the magnitude of gradient and the
intensity) are selected for fast computation. Both of the two fea-
tures emphasize the properties of the underlying anatomy. The
magnitude of gradient emphasizes the edges and textures, while
the intensity distinguishes the pixels in terms of brightness. The
weighted sum of the two features is used as an importance score
denoting the importance of a pixel, defined as:

imðx; yÞ ¼ intðx; yÞ þw� graðx; yÞ; ð1Þ

where int(x, y) and gra(x, y) are the intensity and the magnitude of
gradient for pixel (x, y), respectively, and w the weight for balancing
the two features.

In our implementation, the gradient is calculated in the spatial
domain with a Sobel mask (3 � 3 pixels). The horizontal and verti-
cal masks are shown in Fig. 1. Let graH(x, y) and graV(x, y) denote
the spatial convolution results of horizontal and vertical masks
for pixel (x, y), respectively, gra(x, y) is computed by:

graðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gra2

Hðx; yÞ þ gra2
V ðx; yÞ

q
: ð2Þ

All gradients in the image are normalized to a range of 0–255.
Because the edges are often visually rich of information, we assign
a larger value to w. In this study, w is set to 2.0. Once again, the
weighted sums of all the pixels are normalized to a range of 0–
255 and saved as a feature image. Feature images extracted from
the fixed and moving images are called fixed feature image and
moving feature image, respectively. As shown in Fig. 2, the edges
in the raw image are emphasized in the feature image.

2.2. Leading point selection

In the feature images, the value of a pixel denotes its importance.
A pixel with larger value means that it is of more importance, often
corresponding to strong visual features in the original image. To
determine whether a feature point is important or not, we define
a threshold, Tf. In the moving feature image, if a pixel is greater than
Tf, it is regarded as a leading point and put into a set, LP:

LP ¼ fðx; yÞjimðx; yÞP Tf g: ð3Þ

The value of Tf should be carefully set. For a larger value of Tf, the
number of leading points may be insufficient for registration of
images. On the contrary, the lower Tf may retain a portion of the
leading points with less importance. In our implementation, the
value of Tf is empirically set to be 36.

2.3. Selection of blocks

Before searching valid blocks, a region to be searched should be
determined and denoted as Rb in this paper. It is obvious that the
blocks should be locating in the overlapping area of the fixed and
moving images. As the translation of adjacent images is relatively
small, the overlapping area is approximately the whole image
excluding the boundary. Moreover, the top part of the image is
the skin of the tested tissue, which hardly varies during the scan-
ning due to the pressure of the probe. Thus the information in these
areas is useless for registration. Block selection in these areas
should be avoided. Thus, Rb is the overlapping area without the
top part containing skin tissues.

In the procedure of two-image registration, a number of small
image blocks are chosen from the moving image and the registra-
tions for the blocks are conducted on the fixed image. The overall
registration result can be estimated based on the block registra-
tions. It has been proved that the registration using multiple image
blocks can lead to more robust results [4]. However, not all arbi-
trarily selected blocks can be used for the registration. If a block
is full of noises or useless information (e.g. its intensities are all
white or all black), it may result in an inaccurate block registration,
hence decreasing the overall registration accuracy. In this study,
we define the validity of a block according to the number of leading
points contained. The definition can be explained by an assump-
tion that a block’s validity is positively proportional to the impor-
tant features it contains. Because the important features can be
extracted and denoted as the leading points as mentioned above,
the validity of a block can be represented by the number of leading
points it contains, which is named as importance score (Si).

As shown in Fig. 3, the determination of valid blocks starts from
leading point selection. Then we search in Rb in the moving image
for the block containing the most leading points in the search range,
which is defined as the most valid block. This block is accepted if its



Fig. 2. An example for illustrating a raw ultrasound image and its feature image. (a) Raw image, and (b) its feature image.
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Fig. 3. A flowchart of the proposed block selection algorithm.
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Si is larger than 1; otherwise the selection of valid blocks is stopped.
When the block is accepted, the block and its neighboring region
(1.5 times the size of the block) are invalid for block searching, in
order for selection of non-overlapping and less blocks. Block selec-
tion continues in the remaining valid region in Rb until the number
of accepted blocks equals Nb. Nb can be set by users and is normally
no less than 5. To achieve a good compromise between the compu-
tation efficiency and the registration accuracy, the block size is
empirically set to be 32 � 32 in this study.

Fig. 4 illustrates a comparison of the block selection methods
between Weng’s method [4] and ours. It can be shown that our
method selects a smaller number of blocks, all of which locate in
the areas containing strong edges or rich textures.

2.4. Registration of the selected valid blocks

The valid blocks in Sb should be registered to the fixed image.
Basically, the registration of a block from the moving image is to
search for its best matching position in the fixed image. The sum
of absolute difference (SAD) can evaluate the similarity between
two blocks and is adopted in this study. The computation of SAD
is expressed as follows:

SAD ¼
X

x

X
y

jAðx; yÞ � Bðx; yÞj; ð4Þ

where A and B are two blocks to be matched, and (x, y) is the pixel
index of the blocks.

In the practices of EFOV imaging, the probe is relatively slowly
moved along the lateral direction, making the translation and rota-
tion of each block on adjacent frames small. Hence, with an assump-
tion that the rotation of each block can be ignored, the registration of
each block can be based on a rigid transformation as shown below:

x0

y0

� �
¼

x

y

� �
þ

Dx

Dy

� �
; ð5Þ

where (x, y) is the center of a block in the moving image, (x0, y0) is
the center of the block that is registered in the fixed image, and
(Dx, Dy) is the translation of the block along the x and y directions.
The aim of the block registration is to find (Dx, Dy) which is
regarded as a local motion vector corresponding to a specific valid
block.

For a block (denoted as A) from the moving image, to find the
block (denoted as B) with the best similarity in the fixed image
requires a search procedure. Because the translation (Dx, Dy) is rel-
atively small, the search can be employed within a small search
range (denoted as Rs) instead of the whole fixed image. The best
matching block which has a minimum SAD with A can be found
within the search range. In this study, Rs for B is set to be a rectan-
gular region centered at the center of A, as illustrated in Fig. 5.

Due to the presence of tissue deformation caused by the probe
and the tissue motions, however, the registrations of the blocks
that locate in the relatively deformed areas may not be adequately
accurate, hence introducing noises to the final image registration.
Assuming that most of the block registration results are reliable,
a noisy block registration can be identified if its result is signifi-
cantly different from the others. We propose to use the following
method to identify and exclude noisy registrations.

For Nb valid blocks, the average (Ar) and standard deviation (SDr)
of the Nb registration results are calculated. Ar is regarded as the
expectation of the global motion. For every block registration r(i),
i = 1, . . . ,Nb, if the absolute difference between r(i) and Ar is large
than SDr, the registration for the ith block is regarded as being inac-
curate, and should be excluded. We deem that the registrations of



Fig. 4. An illustration showing the selection of blocks in (a) Weng’s method, and (b) our method.
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Fig. 5. A block from the moving image and its search range in the fixed image.
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the remaining blocks are reliable for computing global registration
result.

2.5. Global registration

Global motion should be found for the two-image registration.
In EFOV ultrasound, the transformation of the two adjacent images
is assumed to be rigid, including two translation variables (Dxg and
Dyg) and one rotation variable (h), as follows:

x0

y0

� �
¼

cos h sin h

� sin h cos h

� �
x

y

� �
þ

Dxg

Dyg

" #
; ð6Þ

where (x, y) and (x0, y0) are pixel locations in the moving and fixed
images, respectively.

The global motion (Dxg, Dyg, h) between the moving and fixed
images can be derived from the local motions using the least-
squares method [21]. In another words, the global motion can be
obtained by minimizing the sum of all squared errors E(Dxg, Dyg,
h), as follows:

E ¼
Xn

i¼1

f½x0i � Dxg � ðxi cos h� yi sin hÞ�2 þ ½y0i � Dyg � ðxi sin h

þ yi cos hÞ�2; ð7Þ

where (xi, yi) and (x0i; y
0
i) are the centers of the ith block of the mov-

ing and fixed images, respectively. The minimum sum-of-squares
error can be found by calculating the partial derivatives of E(Dxg,
Dyg, h):

@E
@h
� 0;

@E
@Dxg

� 0;
@E
@Dyg

� 0: ð8Þ
The solution of these equations is:

h ¼ tan�1

P
xi
P

y0i=n�
P

yi

P
x0i=nþ

P
x0iyi �

P
xiy0iP

xi
P

x0i=nþ
P

yi

P
y0i=n�

P
xix0i �

P
yiy0i

� �
; ð9Þ

Dxg

Dyg

 !
¼ 1

n

P
x0iP
y0i

� �
�

cos h � sin h

sin h cos h

� � P
xiP
yi

� �� �
; ð10Þ

where n is the total number of the blocks. Based on the estimated
global motion, the moving image can be transformed into the coor-
dinate system of the fixed image. The proposed algorithm is sum-
marized in Fig. 6.

3. Methods for rapid EFOV

In order to produce EFOV ultrasound, a sequence of B-mode
images is continuously captured and the method for two-image
registration is performed on adjacent images. As mentioned above,
the probe is moved slowly along the lateral direction during the
real-time scanning, resulting in a large number of B-mode images
and a large overlapping area between two adjacent images. Regis-
tering each pair of adjacent images is quite time-consuming. To
improve the computation efficiency, we propose to sample the
image frames based on a frame interval (FI) [18] which can be
determined by estimating the moving speed of the probe. Accord-
ing to FI, the overlapping area and the search range (Rs) for the
block registration can be determined. By significantly reducing
the number of frames to be processed, the registration of the frame
sequence can be conducted in a more rapid manner.

3.1. Estimation of the moving speed of the probe

With an assumption that the probe is moved along lateral direc-
tion and its moving speed is approximately invariant during the
data collection, we can estimate the moving speed by registering
the first M + 1 frames and averaging the translations for all pairs
of adjacent frames, expressed as:

MRF ¼ 1
M

XM

i¼1

TOIi; ð11Þ

where TOIi is the lateral translation ratio between the (i � 1)th and
the ith frames, i.e. the percentage of the lateral translation with
respect to the image width, and MRF the averaged translation ratio.
The MRF can be approximately treated as the mean translation for
adjacent frames in the whole sequence. The translations of these



Fig. 6. The summarized method for rapidly producing EFOV ultrasound.
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frames are relatively small and the overlapping area of adjacent
frames is relatively large. Therefore, Rs in this procedure can be rel-
atively small, and is of 56 � 42.
3.2. Estimation of the frame interval

In order for an accurate registration, a relatively large overlap-
ping area of the moving and fixed images is required for accurate
registration. Relatively large overlapping area indicates relatively
small translation between adjacent frames. In free-hand scanning,
the varying of the probe pressure and movement of the examined
tissue are inevitable, so the image content should vary greatly for a
pair of frames sampled using an FI. Thus, the FI should be carefully
determined to avoid inaccurate registrations. In this study, three
operators are recruited to perform the data collection in EFOV
ultrasound. We empirically find that the overlapping area between
two adjacent images should be no less than 80% of a single image.
In other words, the maximum of the translation ratio between two
adjacent images is 0.2. Accordingly, the FI used in this study is
defined by:

FI ¼ 0:2=MRF: ð12Þ
Fig. 7. A box with glass sticks carrying a piece of pork.
3.3. Registration of sampled frames

Having sampled the original frames, the remaining frames are
put into a data set (denoted as SF), and used for frame sequence reg-
istration to obtain a larger EFOV ultrasound image. Because the
number of frames to be processed is significantly reduced, the com-
putation speed can be greatly improved. The translation ratio of any
two adjacent sampled frames (TEF) is expressed as:

TEF ¼ FI �MRF: ð13Þ

As shown in Eq. (12), TEF is set to be 0.2 in this study. Therefore,
the overlapping region between the fixed and the moving images is
80% of the area of an original B-mode image. Because the overlap-
ping area is reduced and the image content appears to be more dif-
ferent for any two adjacent frames, Rs is accordingly increased to
120 � 50.

At the beginning of the frame sequence registration, the first two
B-mode images in SF are regarded as the fixed image and the mov-
ing image, respectively. After the two images are registered and
fused into a single image, the newly formed image is regarded as
the fixed image and the third B-mode image in SF is chosen as the
moving image. Then, the registration and fusion of the fixed and
moving images repeats until all B-mode images in SF have been
chosen. It is noted that the process of image fusion is realized by
averaging any two pixels (from the fixed and moving images,
respectively) at the same location in the overlapping area.
4. Experiments and results

4.1. Experimental methods

In the experiments, the computation time and the accuracy of
the proposed method called rapid method in this paper are verified
by comparing to two previously developed methods (i.e. Weng’s
method [4] and Chen’s method [15]). To evaluate the computation
efficiencies, two operators collect 4 data sets (denoted as A, B, C,
and D, respectively, in this paper) from the arms and legs of a male
subject and produce EFOV images using the three methods. The
original data is collected from an ultrasound imaging machine
(Sonix RP, Ultrasonix Medical Corp., Richmond, BC, Canada).

In Weng’s and Chen’s methods, every 4 images are selected for
EFOV imaging. In our method, Nb is set to be 10 for the two-image
registration and M is set to be 16 for estimation of the probe move-
ment. All of the three methods are realized in a standard PC with a
3.0 GHz CPU and 2 GB RAM. The computation times using different
methods for registrations of 10 pairs of randomly chosen adjacent
frames and the overall image sequences are recorded for comparison
purpose. In addition to the quantitative comparisons among previ-
ously reported EFOV algorithms, we compare the proposed method
to a commercial ultrasound system (Model M5, Mindray company,
Shenzhen, China) which offers EFOV imaging functions. The system
is based on a laptop computer equipped with a 3.0 GHz CPU and
4 GB RAM. Because its probe is different from ours and its systemat-
ical time is unavailable, we can only make a rough comparison of the
computation time between our method and the commercial system.

In addition, the imaging accuracy of our method is verified
using 5 custom-designed phantoms, in each of which a plastic
box with two sticks is used for distance measurement as illustrated



Table 1
Estimations of the moving speed and frame interval in our method.

Data set Frame number Moving speed (pixel/frame) Frame interval

A (arm) 401 0.911 27
B (arm) 138 2.899 12
C (arm) 198 2.156 12
D (leg) 195 1.425 27
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in Fig. 7. The diameter of each stick is 1.0 cm and the distance
between the centers of the two sticks varies from 98.6 to
132.4 mm measured using a micrometer. Two operators scan each
phantom twice to image the two sticks embedded in a piece of
pork. The distances measured from the EFOV images produced by
Fig. 8. The EFOV ultrasound images of data set C produced by (a) Weng’s method, (b) Che
collected from a subject’s forearm.
the three different methods can represent the imaging accuracies.
Moreover, with reference to [22], Pearson’s correlations (r), the le-
vel of significance of difference in measurement errors and intra-
class correlation coefficient (ICC) of three methods are calculated
for further evaluation of the proposed method.
4.2. Results

4.2.1. Comparisons of computational efficiency
The frame number, estimated speeds and frame intervals for the

four data sets are shown in Table 1. For brevity, we give the EFOV
images for data set C in Fig. 8. It can be seen that there is little dif-
ference among the EFOV images by qualitative comparisons, indi-
cating good performance of the three methods in producing an
n’s method, and (c) our method. There are totally 198 original 2D ultrasound images



Table 2
Computation times of different methods using data set A.

Method Computation time of the registration (s)

10 randomly-chosen pairs of images Mean SD Total

Weng’s method 1.235 1.250 1.234 1.250 1.235 1.239 0.011 123.90
1.234 1.250 1.235 1.219 1.234

Chen’s method 0.625 0.610 0.625 0.625 0.609 0.621 0.0069 62.155
0.625 0.625 0.609 0.610 0.625

Our method 0.094 0.110 0.156 0.141 0.156 0.144 0.026 2.894
0.156 0.141 0.172 0.156 0.172

Table 3
Computation times of different methods of data set B.

Method Computation time of the registration (s)

10 randomly-chosen pairs of images Mean SD Total

Weng’s method 2.094 2.078 2.094 2.109 2.110 2.102 0.014 71.474
2.125 2.141 2.110 2.094 2.078

Chen’s method 0.641 0.640 0.657 0.656 0.672 0.657 0.0085 22.342
0.656 0.672 0.671 0.656 0.657

Our method 0.110 0.110 0.187 0.203 0.204 0.182 0.051 2.926
0.219 0.235 0.218 0.250 0.235

Table 4
Computation times of different methods of data set C.

Method Computation time of the registration (s)

10 randomly-chosen pairs of images Mean SD Total

Weng’s method 2.093 2.078 2.094 2.109 2.110 2.113 0.017 101.434
2.109 2.094 2.125 2.125 2.141

Chen’s method 0.640 0.656 0.657 0.656 0.672 0.661 0.0086 31.735
0.672 0.656 0.672 0.672 0.672

Our method 0.125 0.110 0.109 0.172 0.171 0.161 0.028 3.388
0.187 0.188 0.172 0.171 0.172

Table 5
Computation times of different methods using data set D.

Method Computation time of the registration (s)

10 randomly-chosen pairs of images Mean SD Total

Weng’s method 2.109 2.109 2.110 2.125 2.110 2.118 0.002 101.658
2.156 2.125 2.109 2.125 2.110

Chen’s method 0.656 0.640 0.656 0.641 0.640 0.647 0.0078 31.077
0.657 0.641 0.656 0.657 0.656

Our method 0.062 0.078 0.062 0.141 0.140 0.112 0.040 1.343
0.156 0.141 0.156 0.062 0.141
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ultrasound panorama. The computation times for the overall EFOV
imaging and randomly chosen two-image registrations for the four
data sets are presented in Tables 2–5, respectively. It is shown that
our method computes an EFOV image in 1.3–3.4 s and can increase
the computation speed by 7–80 times in comparison with the
other two methods.

There are 198 original images collected in data set C, and our
method takes 3.4 s. for computation of an EFOV image based on
data set C. In contrast, the commercial system mentioned above
takes around 12 s. to compute an EFOV image based on around
200 original images in the experiments, indicating that our method
offers better computational efficiency. In summary, our method
significantly outperforms the commercial system and the other
two EFOV methods in terms of the computational efficiency.
4.2.2. Comparisons of imaging accuracy
Fig. 9 illustrates three typical EFOV images for one of the phan-

toms. The two sticks can be clearly seen and their centers can be
easily marked. Table 6 shows the actual distance between the two
sticks’ centers of each phantom, and the distances measured by
the two operators with respect to the EFOV images. The measure-
ment error of Weng’s method is�0.33% ± 0.98%, that of our method
is �0.43% ± 1.29%, and that of Chen’s method is �12.45% ± 5.25%.
Obviously, Weng’s method offers the best accuracy. However, our
method achieves an averaged measurement error which is slightly
worse than Weng’s method does and significantly better than Chen’s
method does.

Table 7 shows that all of the three methods demonstrate high
correlations (i.e. Weng’s: r = 0.998–0.999, p < 0.05; Chen’s:



Fig. 9. Three EFOV images of a piece of pork with two sticks penetrated, produced by (a) Weng’s method, (b) Chen’s method, and (c) our method.

Table 6
The actual distance of 5 phantoms and the measured value of the two operators using three different EFOV methods.

1st scan 2nd scan

Phantom Weng’s method Chen’s method Our method Weng’s method Chen’s method Our method Actual distance

Operator 1
1 99.1 82.3 96.2 98.9 80.6 99.1 98.6
2 98.9 83.5 99.6 98.6 83.0 98.3 99.8
3 124.5 107.9 124.9 125.0 105.6 125.6 124.7
4 133.2 115.0 133.0 133.5 120.9 133.6 132.4
5 110.6 99.6 110.7 110.5 99.1 111.9 110.9

Operator 2
1 95.6 88.2 95.1 96.2 88.5 95.8 98.6
2 98.9 78.5 98.4 99.6 79.1 99.0 99.8
3 125.1 108.9 125.5 124.9 108.9 124.9 124.7
4 132.5 129.9 132.1 133.0 129.8 132.0 132.4
5 110.3 99.8 110.3 110.7 102.4 111.8 110.9
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r = 0.957–0.985, p < 0.05; and ours: r = 0.998, p < 0.05) between the
actual and measured distance values. It can also be seen in Table 8
that Weng’s and our methods have similar ICC values (i.e. 0.997 for
Weng’s method and 0.995 for ours), indicating a significantly low
interobserver variability. In contrast, Chen’s method (ICC = 0.670)
shows a relatively poor reproducibility. Table 9 gives the evalua-
tion results of repeatability with respect to the two scannings
made by one operator. It is noted that the three methods all per-
form well in this experiment and achieve high repeatability (i.e.
the ICC values vary from 0.982 to 1.0).



Table 7
The correlation of the measured values and actual values in three different EFOV
methods.

Operators EFOV methods Pearson correlation coefficient (r)

Operator 1 Weng’s method 0.999
Chen’s method 0.986
Our method 0.998

Operator 2 Weng’s method 0.998
Chen’s method 0.957
Our method 0.998

Table 8
Interobserver variability (reproducibility) of three different EFOV methods in distance
measurements.

EFOV methods ICC values Lower 95% CI Upper 95% CI

Weng’s method 0.997 0.989 0.999
Chen’s method 0.670 �0.054 0.931
Our method 0.995 0.982 1.000

Table 9
Intraobserver variability (repeatability) of three different EFOV methods in distance
measurements.

Operators EFOV methods ICC values Lower 95% CI Upper 95% CI

Operator 1 Weng’s method 1.000 0.998 1.000
Chen’s method 0.982 0.839 0.998
Our method 0.996 0.971 1.000

Operator 2 Weng’s method 0.999 0.988 1.000
Chen’s method 0.998 0.985 1.000
Our method 0.999 0.990 1.000
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5. Discussions and conclusions

Ultrasound EFOV is a useful method for medical diagnosis. In this
paper, we propose a rapid EFOV method. The computation speed and
measurement accuracy are evaluated in the experiments. It can be
seen from the Tables 2–5 that the average computational time for
EFOV using our method has been significantly reduced in compari-
son with those of two previously used methods. Due to the use of
Fourier transform, Chen’s method is more computationally compli-
cated than our method. Meanwhile, Weng’s method selects more
blocks in two-image registrations and processes all image frames,
resulting in the longest computation time. In the comparisons of
computation time, our method generates an EFOV image in a few
seconds and increases the computation speed by approximately
7–80 times. Moreover, our system outperforms a commercial EFOV
system, indicating that real-time EFOV imaging could be potentially
realized using the proposed method.

It can be observed from the results of distance measurement
that our method achieves the imaging results with an average error
of less than 0.5%. Though the measurement accuracy achieved by
our method is slightly lower than Weng’s method, our method per-
forms in a very rapid manner. In the measurement of correlation,
all methods have a high correlation between the measured and
actual distance values. It indicates that the custom-designed phan-
toms with different structures have little influence on the EFOV
imaging results. For the evaluations of reproducibility and repeat-
ability, the three methods all demonstrate good performance. In
particular, Weng’s and our methods present relatively high repro-
ducibility and repeatability.

Nevertheless, there are two limitations to the implementation
of the proposed method. First, we assume that the probe is linearly
moved at an approximately uniform moving speed in this study.
However, the movement of the probe may not always conform to
this assumption. If this assumption cannot be satisfied (e.g. there
are relatively large rotations of the probe during the scanning),
the moving speed may be wrongly estimated and the EFOV images
may be incorrectly produced. In state-of-the-art EFOV systems,
currently used techniques cannot well deal with the movement
of probe with an arbitrary trajectory. Basically, inaccurate image
registration resulting from relatively large rotations of probe re-
mains unsolved in existing EFOV systems. Second, it is well known
that tissue deformation caused by the probe pressure is inevitable
during the scanning. Due to the frame interval used in our method,
two sampled frames to be registered may be collected with a rela-
tively large time interval and under different pressure conditions;
hence the same tissues appearing in the two images may be visu-
ally different in shape and/or size. Therefore, large registration
errors may be resulted in, and have occurred in our experiments
when comparing to Weng’s method. Accordingly, research on
detection of the probe movement and compensation of tissue
deformations should be investigated in our future work.

In conclusion, we have developed an efficient technique for rapid
registration of a sequence of B-mode images and generation of EFOV
ultrasound images in real-time. To improve the efficiency of the
two-image registration, we propose a new method to evaluate the
validity of blocks and select a subset of blocks according to their
importance scores. A small number of blocks with the best scores
are used for the registration, hence increasing both of the registra-
tion accuracy and the computation speed. To further improve the
computational efficiency, the proposed method for registration of
a sequence of images makes use of a smaller number of ultrasound
images sampled from the image sequence. The experimental results
demonstrate that our method can significantly improve the compu-
tation efficiency without loss of imaging accuracy. It can be expected
that, based on our method, real-time ultrasound EFOV can be real-
ized and used in various clinical applications.
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